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Abstract: The use of mobile robots is becoming popular in
many areas of service because they ensure safety and good
performance while working in dangerous or unreachable
locations. Areas of application ofmobile robots differ from
educational research to detection of bombs and their dis-
posal. Based on the mission of the robot they have differ-
ent configurations and abilities – some of them have ad-
ditional arms, cranes and other tools, others use sensors
and built-in image processing and object recognition sys-
tems to perform their missions. The robot that is described
in this paper is mobile robot with a turret mounted on top
of it. Different approaches have been tested while search-
ing for bestmethod suitable for image processing and tem-
plate matching goals. Based on the information from im-
age processing unit the system executes appropriate ac-
tions for planning motions and trajectory of the mobile
robot.

Keywords: mobile robots; trajectory planning; feasible
planning; vision system; object detection

1 Introduction
Nowadays detection of objects and taking actions accord-
ing to its behavior are one of the toughest and broadly re-
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searched problems in computer science. According to the
needs of specific jobs that will be performed by the robotic
system the needs in the actions that they can perform also
differ from system to system. Broad range of rescue and
military robots use vision systems to detect an object, track
and approach it to perform their tasks. There are many ex-
amples of using such systems [1, 2] that use image pro-
cessing together with planning the movements of robots.
These works mostly discuss some part of the system and
the results ofmerging vision system resultswithpathplan-
ning technique is not clear because the image of the over-
all system is not presented. In this research we present the
first results in merging the works of computer vision team
together with the trajectory planning team achievements.
Similar systemwas described in [3], which describes a sys-
tem with object recognition and trajectory planning that
uses sensors and camera, thedifference is in thepathplan-
ning mechanism used in this work that constructs a 3D
map of environment and makes decision on movement of
the platform according to this map. Our results differ in
path planning mechanism and uses simultaneous move-
ments using the information from the camerawhich is pro-
cessed by vision processing system that outputs results
about the object behavior, so-called leader-follower ap-
proach [14, 15], without construction of map.

There are many approaches that have been described
for trajectory planning of a mobile robot using monocu-
lar cameras. But due to the complexity of the task many
authors suggest using combination of multiple sensor sys-
tems [12] or construction of the 3D scene of the environ-
ment by using stereoscopic cameras [13] which makes the
process of obtaining depth data from captured images eas-
ier. We present architecture of a system with a monocular
camera unit and trajectory planning capabilities.

The system that is discussed in this paper is four
wheeledATV (also knownas quadro-cycle) able tomove in
cross-country terrain driven by a 48V DC motor and pow-
ered by a set of DC batteries (Fig. 1). It is featured by a tur-
ret on top of the platform and all the steering and turning
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Figure 1: ATV with turret.

mechanisms are automated using DC motors. Movements
of the system are controlled by a low-powered CMOS 8-
bit microcontroller based on the AVR enhanced RISC ar-
chitecture ATMega with board and needed motor/sensor
controllers. According to the target of research the sys-
tem should be able to search for, locate and track the ob-
ject on a video by matching it with a template given by
the operator [6, 7]. A C/C++ programming language was
used to detect objects and perform computer vision opera-
tions. Moreover, the system should be able to plan the tra-
jectory of rotation and follow the detected object. As the
computing device iTop tablet PC with Intel Atom CPU was
used. The system can receive operator commands by di-
rectly connecting PC to a microcontroller board through
rs232 port or by sending commands wirelessly using an
APC220module. The article is an overview of a system that
provides some approaches that are used in the develop-
ment of the system – this is not the final results.

The article is organized as follows. Section 2 describes
the planning strategy that is used in developed system
with introducing the vision systems’ algorithm; it also in-
troduces motion and trajectory planning mechanism that
constructs the movement strategy of the system based
on the information obtained from vision sensor. Section
3 combines the results from different stages of develop-
ment and shows experimental results. Finally, Section 4
presents conclusions on what have been done.

2 Planning and Vision System
The planning consists of several steps:

1. the environmental information should be gathered
to have the view of the surrounding – it can be done
by vision system and sensors;

2. the needed objects should be founded on the view
of the robot;

3. tracking strategy should be formulated;
4. motion and trajectory planning strategies should be

constructed to follow the object by moving the mo-
bile robot;

5. sending the commands according to needed move-
ments.

Steps above are applied on the real robotic system de-
veloped by our team for the purpose of testing results of
research project. All described algorithms and planning
strategies were practically tested on this platform and the
applicability in real life is proven.

As the criterion for planning at first we took feasible
planningbecause itwill takemore time tomake anoptimal
planning strategy, which will eventually be performed in
our future works. According to definition, a feasible plan-
ning is when a plan causes arrival of the system at a goal
state, regardless of its efficiency [5]. The planning prob-
lems of our system at the time of investigation were sim-
plest to describe because the state spacewerefinite inmost
cases. All models are known and predictable, so at first we
didn’t have any uncertainty and there is no need in proba-
bility theory.

Asweworkwith state-spacemodels a discrete feasible
planning model was defined. We can describe the discrete
feasible planning parameters according to [5] as follows

1. state space X, finite countably infinite set of states
2. x is in a set of X, a finite action space U(x)
3. State transition function f => f (x, u) is in a set of
X for every x in set X and u in set U(x). The state
transition is derived from f by x′ = f (x, u).

4. Initial state which is the state at the beginning of the
process x1 in a set of X.

5. And a goal set Xg is a subset of X.

In the described system the steps are performed ac-
cording to the following order:

• sense the environment by using vision sensors
• process the vision sensor data andderive the current
state (or initial state) of the robotic system

• compute the needed movement strategy or actions
to use to move according to the movement of the
tracked object

• use set of states (actions) that can be performed by
our system

• achieve the goal state by achieving the state from the
goal states of the Xg.

As the first step of planning described above, we sug-
gested gathering environmental information from camera
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and by using a template matching algorithm extracted the
features of the tracked object in order to continue on the
other steps.

Taking into account the usage of most robots in out-
door environment we have to build a corresponding sys-
tem that can perform tasks in different conditions. In diffi-
cult conditions, the quality of the signal and the result of
observation can be improved by using the algorithms for
estimating the parameters of geometric transformations of
images and methods of spatial and temporal filtering [4].
We can point three main methods out among them:

1. Templatematchingmethods can beused tomeasure
the position of fixed andmoving objects observed in
a uniform and non-uniform background.

2. Using the information on the statistical properties
of the object and the background we can isolate
moving and stationary objects observed at a rela-
tively uniformbackground. Suchmethods are called
methods of statistical segmentation.

3. Methods of distribution of dynamic changes based
on allocation of changes that occur over time in the
observed group of images. Such methods are used
for solving the problem of extraction of moving ob-
jects.

Despite many other approaches [6–8] we used tem-
plate matchingmethod to detect and extract features from
the object. Template matching is done by using normal-
ized square difference template matching algorithm mod-
ified by adding the time constraint and is described by

R(x, y) =
∑︀

x′ ,y′ (T(x
′, y′)2 − I(x + x′, y + y′))2√︁∑︀

x′ ,y′ T(x′, y′)2
∑︀

x′ ,y′ I(x + x′, y + y′)2
(1)

Where each location (x, y) contains the match metric
needed for construction of the result matrix R. Here T is
the template image and I is the initial image from the video
camera. To complete these steps have been written a pro-
gram for capturing a video from monocular vision system
installed on the turret of the vehicle. For filtering purposes
we used the smoothing with Gaussian kernel. The follow-
ing formula 2 describes the Gaussian standard deviation
or sigma (σ):

σ = 0.3(n/2 − 1) + 0.8 (2)

where n can either be size 1 for horizontal kernel or size
2 for vertical kernel. Using σ for small kernels reduces the
time required for calculation. The following images show
the results obtained from real-time image processing unit
using threshold and normalized template matching algo-
rithm with time optimization for better results.

2.1 Planning the trajectory of rotation of
turret. Tracking the object

Most of automated vehicles have traditional design. Tur-
ret is located on top of the vehicle to make it able to rotate
around axis z (in Fig. 4 it is an axis y). The turret consists
of 2-DOF system: 1 – for rotating around z axis and 2 – for
moving the unit with camera up and down in some range
around x and y axis depending to which side the turret is
pointing. The horizontal azimuth rotation of the turret is
realized by using a bearing to the rotating part of which
the metal basement of the turret was welded. Rotation is
done by DCmotor with gear divided into small gearings to
ensure accurate positioning of the turret while turning to
a dedicated target. The x axis rotation is done by the same
principle anddiffers fromhorizontal one only in amount of
bearings – it has two bearing on both sides of the rotating
mechanismand canonly turn tomaximumof 60∘ angle. In
this case a motor fixed to the turret drives a gear box with
small gearing to make the camera basement move up and
down elevating it in pitch. Motor is controlled by a switch-
ing mechanism to turn it on or off on time while the signal
is sent from the controller.

The turret with the camera operates on three dimen-
sional spaces. The camera is placed like in Figure 2 on the
turningmechanism on horizontal axis. There are many in-
vestigations in developing such a system that can detect
and track an object on some point P = (x, y, z). Papers
[6, 7, 7] describe different strategies for tracking the move-
ment of an object in a space and camera rotation according
to these tasks. These methods mainly describe the camera
movement with its base on the back of the camera. In this
work we propose a method to track an object with tacking
into account the camera movement when it is hold and
turned by the center of it ensuring the stability and little

Figure 2: Turret with camera (front view).
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angles deviation. Next results, describing the movement
of the camera which takes into account the movement of
the platform where camera is placed will be described in
next paper.

So, suppose the camera is placed on some uniform
platform and directed to some point P0 = (x0, y0, 0). Z
is 0 because the point lies on x and y plane, z is only to
move the camera up and down which we do not take into
account because we are not interested in the objects that
are out of the range of the camera in anangle of 90degrees.
For this purpose we firstly need to turn the camera around
l1 axis to some angle α0(|α0| < π/2), then around l2 angle
α0(|β0| < π/2). Let’s calculate turning angle α0 and β0.

α0 = ± arctan

√︃
x20

(y0 + h)2 + H2 − h2 (3)

Here H is the distance from the initial position of the cam-
era to the surface of observation and h – the distance be-
tween two axes of rotation of the turret on which the cam-
era is mounted. Rotate the camera from the initial position
around the axis l1 to some angle α (|α| < π/2) and denote
the optical axis of the camera lens as dα. If we fix angle α
and rotate the camera around the axis l2, then the line dα
will rotate around the axis l2, plotting space sheeted hy-
perboloid of rotation (Fig. 4) [4, 5].

Let’s turn the camera from its initial position around
the l2 axis to some angle β (|β| < π/2) and denote the opti-
cal axis of the lens as dβ. Because of the first gear is fixed to
second gear this revolves will not only change its direction
but will also move on Oxyz plane by circle with its center
on point D and radius h. We will denote new position of
the camera as Cβ. l1 axis will also rotate around the l2 axis

Figure 3: Turret with camera (side view).

Figure 4: Scheme of the rotation of camera platform (a ̸= 0).

to an angle beta. Denote the l1 axis after turning as l1β.

β = β(y) =

⎧⎨⎩2arctan(h/H) , y = −2h

2arctan H−
√
H2+y(y+2h)
y+2h , y ̸= −2h.

(4)

Turning angles and orientation of the turret was calcu-
lated by the above formula and appropriate motion plan-
ning class was written for this purposes. After knowing
the angles of rotation of the camera and position of the
object related to the center of the camera we calculated
the initial radius of the circular object. The difference in
the radiuses of real-time image from camera and template
image will give us the value that can be used to measure
the distance to the object from platform. Then to achieve
the movements of the platform from side to side accord-
ing to the image from camera we set the borders of the
movement of the object in the view – if the object passes
the border of view the system gives the platform a signal
to rotate left or right – depending which border the object
have passed while leaving the view. The following Fig. 5
shows the location of the tracked object relative to the res-
olution of the image from camera (the resolution of our
camera is 640*480 – width*height). For each movement
of the platform the dedicated variable was used: x-axis,

Figure 5: Reports on movements of the object.
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y-axis, right turn of the platform, and left turn of the plat-
form, move forward or backwards. The following part of
the code calculates the turning angle for the platform –
we take the angle of view (camera specific), x resolution of
camera, flag on reaching the pivot point, current position
of the object.

int turningAngle(int angleOfView, int sizeX,
bool pivot, intcurX)
{
// half of the width of the image (640*480)
int turnGrade = angleOfView / 2;

int turnTo = 0;

// calculated by dividing the width of view /
// AOV - 640 / 110 = 5.82;
double oneGrade = sizeX / angleOfView;

// turnTo - degree to turn the platform to, by
// default 0 degrees
// if pivot == true - angle is more than pivot
// point (central line)
if (pivot)
{

turnTo = (curX - 320)/oneGrade;
}
else
{

turnTo = ((320 - curX)/oneGrade)*(-1);
}
return turnTo;
}

For each variable mentioned, we used PID controller con-
trol scheme with closed loop to bring it to a particular
value stabilizing against the position of the object from
the camera. Differing from other previously described sys-
tems, platformwhile turning according to a turret position
uses not the precalculated angle of rotation but the param-
eter marked as a flag – while rotating the turret the pa-
rameter is updated according to its position, and the plat-
form just turns left of right side to reach this flag. Described
solution lowers the cost of platform development saving
money that couldbe spent onbuyingangle estimation sen-
sors andmakes the adjustment of angle of rotationbefined
programmatically.

As the system developed for practical usage in out-
door environment practical results were more useful to us
than computer modeled ones. To achieve the goal we have
tested the system in cross-country environment by using

as an object for detection and tracking a moving rectan-
gular or circular objects hold by a human and moving in
some average speed. The vision system was tested using
six template matching methods: square difference match-
ing, correlation matching, correlation coefficient match-
ing, normalized square difference matching, normalized
correlation matching, and normalized correlation coeffi-
cient matching [11]. As the best suitable method for exper-
imental results in outdoor environment normalized coeffi-
cient matching method was chosen because it has a low-
est occurrence of mismatching. For the experimental tests
of proposed system the TVS consisting two cameras was
created – one for platform and second for turret – in this
paper we described the camera mounted on turret. Over-
all scheme of the system is shown in Figure 6. The micro-

Figure 6: Scheme of the system.

controller acquires the actual values from control module
and according to a state space derives a control signal from
the difference of previous state and required final state.
Then it sends the control commands to motor controller
that is responsible for driving the motors. By selecting for-
ward or reverse rotation, and regulating speeds of motors
they are turned to a specified angle and themaximum and
minimum angles are also given programmatically to pre-
vent the usage of extra circuitry. Further results will be dis-
cussed in next report.

3 Conclusion
We presented first results of a development of a system
of autonomous mobile robot with trajectory planning and
object recognition capabilities. Monocular vision system
was used for environment observation and as an input
device for image processing system. Testing different ap-
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proaches we decided to build image processing module
upon the normalized correlation coefficient matching al-
gorithm, which have shown the best template matching
properties: it can match images in a changing environ-
ment. The movement strategy was made using leader-
follower approach with the help of a virtual leader, or, in
other words, the matched image (according to the given
template) from the vision processing system. This mod-
ule performs the calculation of the position of the target,
turns the platform, and approaches it if it moves away and
moves back if it is too close. Despite the difficulties with
image stabilizationandcalculation lags thedeveloped sys-
tem can near-to-accurate track and approach the moving
object – thebigproblem is the factor of light, butwewill try
to solve it in our future work. So, future works will be ded-
icated on optimization of vision and creation of advanced
trajectory planning algorithms. Moreover, the idea of us-
ing multiple controllers to achieve on-time signal process-
ing is also one of the targets in the way of making a fully
functional fast responding autonomous vehicle.
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